1. Introduction

The dynamics of granular materials play an important role in powder metallurgy manufacturing processes, which involve various stages, such as die filling, powder transfer, pressing, ejection and sintering (Fig. 1). The purpose of the first two stages is to fill the die cavity with the required amount of powder, and to have this powder properly distributed. The tooling set includes a shoe connected to a powder supplier that is moved over the die cavity and deposits the powder into it. Then the powder must first take the general shape of the final part by means of the action of the tooling elements prior to compaction. After repositioning the punches in the proper positions the powder is ready for the next two stages; pressing and ejection in which a green compact is produced and removed from the tooling set. During pressing the power is consolidated by means of the action of the punches to form a part with the desired dimensions, green density and green strength. Afterwards the pressure is released and the compact is ejected with a combination of motions of the punches and die. During sintering the compact is heated in a furnace under a protective atmosphere (below its melting point- solid stage sintering) until its particles adhere to each other increasing its strength.

There is wide agreement into the powder metallurgy industry [1] that the major source of a physical flaw in the component arises from the presence of compaction induced shear planes or an inhomogeneous density distribution. This distribution is dependent on the combinations of many factors such as powder mechanical characteristics, component shape, tooling motion, and behaviour at the powder die interface. Therefore, it is important to understand the effect of such factors so that a near uniform density component can be achieved.

In order to obtain high-quality filling results, the filling stage should be done as quick as possible, but trying to minimize density gradients and trapped air that can contribute to non-uniformities and inconsistencies in dimensional changes, density, residual stresses and other properties that can affect the product performance.

Due to the difficulty of measuring accurate mechanical properties, like density distribution, during and after die filling, numerical simulation tools appear as powerful methods to guide the evaluation and interpretation of experimental observations; also the simulations allow a detailed investigation of the filling stage to be undertaken.

Fig.1. Typical stages of a compaction process

During the last twenty years, several research groups have developed different numerical models to capture the evolution of the most relevant properties such as density and applied forces, during the compaction process. Most of them [2-9] have concentrated their efforts on the numerical simulation of the compaction itself and some [10-12] have included the transfer stage. However, die filling has been little analysed. The reasons are diverse: on one hand the difficulty to obtain reliable experimental results and on the other the great difficulties found when trying to simulate large movements with the numerical tools developed so far.

In the context of powder metallurgy, the most relevant results, in both experimental and numerical fields, have been developed by A.C.F. Cocks and his co-workers [13-16]. They have developed and built an experimental system in a
vacuum chamber so that tests can be conducted in air or in vacuum. More importantly, they clarified the behaviour of the powder during filling; introducing the concepts of critical shoe velocity (the velocity above which incomplete filling is achieved) and the influence of air flow and pressure.

In the general context of granular systems, numerical simulation methodologies are many and wide ranging: Monte Carlo methods [17,18], Cellular Automata [19,20], Diffusing Void Model [21,22], Steepest Descent [23, 24], Molecular Dynamics (MD), Even Driven molecular dynamics (ED) [25,26], Discrete Element Method (DEM) [27]. In powder metallurgy, the most relevant results found in the literature [13-15], suggest the use of DEM to study the behaviour of powder during both filling and powder transfer.

Another alternative, in which the present work is framed, is the so-called Particle Finite Element Method, proposed initially in [28,29] for fluid mechanics problems. In this method, the motion of some individual particles is followed and, consequently, the nodes in a finite element mesh can be viewed as moving “particles”. The motion of the mesh discretizing the total domain is also followed during the transient solution. It should be emphasised that the phenomenological behaviour of the particle is captured by means of the classical tools of the continuum mechanics; i.e. large strain kinematics, dissipative constitutive models, contact friction models, among others.

The present paper deals with the experimental and numerical aspects of die filling modelling with a twofold aim: an experimental process for the observation, understanding and evaluation of the flow of metallic powders during gravity filling is proposed; and; and a new numerical approach, based on the particle finite element method, in which the motion of a representative set of particles is modeled by means of a quasi-flow constitutive model, is explored. Finally, numerical predictions are compared with the results obtained experimentally.

2. Experimental study and flow descriptions

With the aim of improving the understanding of granular systems, in the context of powder metallurgy, experimental research about the flow and die filling mechanisms is considered. This part of the work focuses on how parameters such as powder shape and size, shoe speed (v_s) and die geometry have an effect on properties as the final packing density [33], the kinetic energy of the particle system, and the wall-particle interaction factor. These properties eventually could modify the optimum powder particle distribution inside the die that must result in distorting the mechanical properties of the part during and after compaction [31,32].

![Fig.2](image_url)

Experimental system. 1) High speed camera. 2) Transparent shoe. 3) Transparent die. 4) Control unit. 5) pneumatic system

In order to carry out this study, we have designed an experimental apparatus shown in Fig.2 and consisting of a horizontal shoe and a vertical die; both of them transparent. The shoe is pneumatically activated by a monitoring system that allows a high level of precision. The speeds implemented on the shoe are 0.05, 0.1, 0.2, 0.3, 0.4 and 0.5 m/s and the powder flow is captured using a high speed video camera (80 fps).
Four different materials have been used: coloured sand, spheroidal copper powder, irregular copper powder and irregular iron powder (sponge iron). Fig. 3 shows the morphology of these powders and Table I shows their physical and morphological properties.

Fig. 3. Images of various powders used

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Three powder flow regimes</td>
<td>Characterised</td>
</tr>
<tr>
<td>Shoe speed effect</td>
<td>Characterised</td>
</tr>
<tr>
<td>Particle size effect</td>
<td>Characterised</td>
</tr>
</tbody>
</table>
| morphology also affects the filling regime and plays an important role for determining the kind of flow. A spheroidal morphology favours a flow with a continuous regime while an irregular morphology favours a flow with a discrete avalanches regime. This behaviour is due to the degree of internal friction among the particles. Spheroidal copper presents a continuous filling regime even at low filling speeds; this can be observed in Fig. 7.

Fig. 4. Observed flow regimens for various irregular particle sizes and shoe velocities. Lines C1 and C2 qualitatively separate the three different regions.

The shoe speed effect is shown in Figs. 5 and 6. At low speeds (region I), the filling flow is characterised by successive discrete avalanches as it is shown in Fig. 5, which shows a time sequence for the flow of irregular copper at a shoe speed of 50 mm/s. The avalanches are reflected on the surface of the pouring powder by a well marked stepped profile.

Fig. 5. Sequence of images during flow of irregular copper (velocity of the shoe 50mm s\(^{-1}\)). The arrows indicate the presence of avalanches.

As the speed increases, the powder flow becomes progressively more continuous (region II), this can be observed in Fig. 6, which shows a time sequence for the flow of irregular copper at a shoe speed of 300 mm/s. This intermittent regime is characterized by the presence on the surface profile of a higher number of steps of smaller height. The size of the particles at a given speed also affects the kind of flow. When the powder particles are small their surface area per unit volume is high; consequently, internal friction is also high giving rise to a discontinuous flow regime. The smaller internal friction when particles are large explains the continuous flow experimentally observed.

Fig. 6. Sequence of images during flow of irregular copper (velocity of the shoe 300mm s\(^{-1}\)). The arrow indicate the presence of several small avalanches.

The morphology of the powder also affects the filling regime and plays an important role for determining the kind of flow. A spheroidal morphology favours a flow with a continuous regime while an irregular morphology favours a flow with a discrete avalanches regime. This behaviour is due to the degree of internal friction among the particles. Spheroidal copper presents a continuous filling regime even at low filling speeds; this can be observed in Fig. 7.
Fig. 7. Sequence of images during flow of spheroidal copper (velocity of the shoe 100mm s\(^{-1}\))

In the case of the discrete avalanches regime, the material flows from the shoe to the die not in a continuous or progressive manner - as is the case of the continuous regime - but there are perturbations in the flow as shown in Fig. 5. When an avalanche takes place, a deforming shear mechanism is activated along a specific narrow band; along this band a block of undeformed powder slides into the die. In this band the friction stresses are overcome by the weight of the block of powder. The kinetic energy transferred to the powder by the shoe alters the static equilibrium and facilitates the powder flow.

The formation of avalanches can be better observed by filling the shoe with alternated layers of irregular iron and copper powders. When the flow of the powder takes place, the avalanches occur right from the start as shown in Fig. 8. In the initial transitory state, the powder shears from the frontal wall of the shoe and from the rest of the powder mass that has not reached the entrance of the die yet, so there can be several shearing bands acting simultaneously. In the case presented in Fig. 8, three active shearing bands can be distinguished in the powder mass. As we can observe in Fig. 9, if the speed of the shoe is slow enough the powder flow reaches a state in which there is only one active shear band and the powder is no longer in contact with the frontal wall of the shoe. New bands are progressively renucleated during the shoe advance.

Fig. 8. Typical shear bands initiation during filling at low speed (\(v_s=50\) mm s\(^{-1}\)). It corresponds to the initial stage of the pouring of the powder from the shoe. The arrows indicate the three shear bands formed. The shoe is filled with alternate layers of iron (dark stripes) and copper (light stripes) powders.

Fig. 9. Shear band arrangement in a regular pattern for an intermediate stage of the powder filling (\(v_s=50\) mm s\(^{-1}\)). The arrow indicate the active shear band.

Theoretical approaches to the discrete avalanches regime [35] predict that these must be formed by monolayers of powder. However, this study and other experimental studies prior to this one [36,37], show that the avalanches are made of bands with a finite width equivalent to between 8 to 12 monolayers of particles.

Fig. 10. Width variation of three independent shearing bands

The high-speed video camera has enabled the study of the nucleation and posterior evolution of the shear bands. Fig. 10 shows, for an irregular iron powder, the width variation of three independent shearing bands during their time of activity. The bands reach from a very early stage an average width of about 1.8 mm equivalent in this case to 8 or 9 monolayers of iron powder. In these shearing bands are concentrated higher deformation speeds than in the rest of the material so they act as deformation concentrators and they facilitate the detachment of the available material between them and the free surface.

In powder metallurgy, relevant industrial problems associated with filling process have been observed to occur at high shoe speeds [48,14,15], which, according to the experiments, can be associated to the continuous flow regime. For this reason in this work, the numerical simulations will focus on this continuous regime.

3.1 Model for Numerical Simulation.

As it was briefly mentioned in section 1, in the framework of granular systems, numerical simulation methodologies are many and wide ranging. However, in the context of powder metallurgy, only few of them have been explored. This is the case of DEM. This method can be understood as an alternative to circumvent the intrinsic limitations of the classical Finite Element Method when the phenomena, as in powder filling, involve large movements and deformations [13-15]. In DEM, the elementary units of granular materials are mesoscopic grains which deform under stress. Since the realistic modelling of the deformations of the particles (simply referred as balls) is much too complicated, the interaction force, related to the overlap of two particles, is often modelled with springs and dashpots. The total force acting on an individual ball determines the positioning and motion of the ball. Both the balls and the walls of the die can be assigned basic properties such as size and stiffness and also properties such as friction and damping coefficients. To solve the associated dynamic system of equations, an explicit integration algorithm is considered. Formulation and implementation in the framework of the DEM seem quite simple; however the next two view points can appear as strong limitations when the method is intended to be used in industrial applications. The first point is the impossibility, for practical reasons, of incorporating to the analysis a number of discrete elements as large as the number of the particles involved in the process. This point forces a detailed study of the objectivity of the model, understood as the convergence towards a unique result, for the same problem, as the number of particles increases. The second point is the computational cost, in which the explicit integration of the dynamic equations, via the finite difference method, imposes a severe limitation in the time length used for the computation. The resolution of the contacts between particles, that includes search algorithms and updating of near-neighbour lists, should also be mentioned.

The Finite Element Method has a long tradition as a numerical tool for solving a large variety of Continuum Mechanics problems. However strong limitations appear when the method is used to capture free surfaces in the case of fluids, or large deformations in the case of solids. Both limitations emerge in the case of powder filling.

Very promising alternatives, in which the present work is framed, are the Particle Methods in which each particle is followed in a Lagrangian manner. The first ideas on this approach were proposed in the context of fluids [38-40], and lately generalized using the concepts of Delaunay triangulation and extended Delaunay tessellation; the result is the so-called Particle Finite Element Method (PFEM) [41]. This method can be understood as a natural extension of FEM to which an efficient remeshing tool is coupled.

In the present work a numerical model, based on a rate-dependent constitutive model, via a flow formulation, and in the framework of PFEM is proposed. This
constitutive model with the corresponding characterization of the parameters is able to capture the two fundamental phenomena observed during the filling process: 1) the irreversibility of most of the deformation experienced by the material considered as a continuous medium (modelled by plastic irrecoverable deformations), and 2) the quick dissipation of the potential gravitatory energy of the granular system through the inter-particle friction processes (modelled by the plastic dissipation associated with the material model). The main ingredients of PFEM and the constitutive model will be described in next sections; however numerical implementation details are not considered in this work and will be described elsewhere.

### 3.2 The particle finite element method

The particle finite element methods emerged as a natural result of previous explorations in the context of the meshless methods. They can be characterized by the following ingredients: 1) the use of a Lagrangean format for describing the motion. A selected cloud of particles of infinitesimal size (material points) are tracked along the motion to describe the continuum medium properties evolution (position, displacement, velocities, strain, stresses, internal variables etc.). When necessary, the properties of the remaining particles of the continuum medium are obtained by interpolation of the properties at points of that cloud. 2) Numerical computations are done on the basis of a finite element mesh that is constructed at every time step on the basis of the particle positions. Then, Delaunay triangulations, allowing the construction of a finite element mesh for a given sets of nodes, emerge as a suitable meshing procedure [49]. 3) The use of a boundary recognition procedure to identify what particles of the cloud define an external (or internal) boundary. The so-called alpha-shape method [49] constitutes a suitable strategy for this purpose. It essentially consists of eliminating those elements of the triangulation that can be inserted into an empty circle (not including other particles of the cloud) of size larger than a given parameter (the alpha-shape parameter). The nodes (particles) of those eliminated triangles can be then identified as the boundary particles. Large values of the alpha-shape parameter result in a boundary which is the convex hull of the cloud. Small values of the alpha-shape parameter return a boundary constituted of all the particles of the cloud. For a uniformly distributed cloud of particles (with typical separation $h$) alpha-shape values of $1.1 - 1.5$ provide a good estimation of the actual boundary.

Fig. 11. Incremental non linear problem at time step $[t_n, t_{n+1}]$ .

The numerical procedure at a given time $t_{n+1}$ consists of the following stages (see Fig. 11): a) constructing a Delaunay triangulation on the basis of the particle positions at time $t_n$ (configuration $\Omega_n$), b) identification of the boundary of $\Omega_n$, and subsequent elimination of the external triangles, via alpha-shape methods, resulting in a triangle finite element mesh, c) solving the corresponding discrete incremental non-linear finite element problem, in a standard Lagrangean way referred to configuration $\Omega_n$, and obtaining all the required nodal (particle) variables of the problem: incremental displacements $\Delta u_{n+1}$, velocities $v_{n+1}$, accelerations $a_{n+1}$, stresses $\sigma_{n+1}$, internal variables $q_{n+1}$ etc., d) updating the
positions of the particles according to the displacements of the previous time step resulting in the configuration \( \Omega_{n+1} \).

### 3.3 Constitutive model for the powder

The constitutive model formulation is based on the assumption that the powder can be modeled as a continuous medium that can be continually sub-divided into infinitesimal small elements with properties being those of the bulk material. During filling the total strains are so large that the elastic deformation can be considered as negligible versus the plastic or viscoplastic strains, and the state of deformation can be considered as given by a constitutive law which defines the strain rate as a non-zero function of stresses. In such cases, taking into account the similarity of behavior of powder under continuous flow regime to that of a viscous fluid, a kind of compressible non-Newtonian viscous fluid model is assumed. Thus, the stresses developed can be related to the deformation rate in the powder, which in turn can be related to the nodal positions and velocity. This procedure is known as the ‘flow approach’, and was first presented in the work of Goon et al. [42]; Zienkiewicz and Godbole [43] gave a more general solution for viscoplastic materials. The powder filling is simulated by adopting constitutive relations developed for compaction processes [6,12,44], in the frame of soil constitutive models, but with a complete reinterpretation of the parameters. All the governing equations will be described next.

#### 3.3.1 Equation of motion

In a continuum body the motion is governed by a momentum balance, which establishes that each particle of the continuum must satisfy Newton’s law of motion. It can be written in a standard tensorial notation as,

\[
\text{div}\sigma + b = \rho a
\]

(1)

where \( \sigma \) is the Cauchy stress tensor, \( b \) is the body force vector, \( a \) is the acceleration and \( \rho \) is the density of the material. For the other stages of the compaction process, such as powder transfer and pressing it is usual to neglect acceleration effects, however during powder filling these will be of importance.

#### 3.3.2 Strain rate relation

The strain rate experienced in the continuum body are defined by the spatial derivatives of velocity an can be written as,

\[
d = \frac{1}{2}\left[(\nabla v) + (\nabla v)^T\right]
\]

(2)

where \( d \) is the strain rate tensor and \( v \) is the velocity

#### 3.3.3 Stress – strain rate relations

In the general setting of compressible viscous fluid, the constitutive relation can be written in the form

\[
\sigma = pI + 2\mu d
\]

(3)
in which $p$ is the mean stress, $d$ is the rate of deformation tensor and $\mu$ represents the viscosity. Alternatively equation (3) can be rewritten as

$$d = \frac{1}{2\mu} \text{dev}\sigma$$

(4)

in which $\text{dev}\sigma$ is the deviatoric stress tensor. In the context of visco-plasticity (Perzyna description [50]) the last expression can be written with some degree of generality as

$$d = \frac{1}{\mu} \langle F \rangle \frac{\partial G}{\partial \sigma}$$

(5)

where $\mu$ is a constant ‘pseudo-viscosity’, $F(\sigma) = 0$ represents the plastic yield condition and $G$ stands for the plastic potential. The angled bracket in (5) represents the Macaulay bracket that takes the value of the argument when positive and is zero otherwise. This term ensures no plastic flow when stresses are below yield

$$\langle F \rangle = F \text{ if } F > 0 \text{ and } \langle F \rangle = 0 \text{ if } F \leq 0$$

(6)

Clearly as the constant $\mu \rightarrow 0$, equation (6) gives the behavior of an ideally plastic material. Here, the proposed yield condition is a double-surface plasticity model, based on a combination of a convex yield surface consisting of a frictional envelope, such as a Drucker Prager yield surface and an elliptical cap surface which closes the open space between the frictional surface and the hydrostatic axis (figure 12).

Fig 12. Yield surface: centred elliptical cap and Drucker Prager line

The yield cap expands in the stress space according to the evolution of the material density. The functional forms for both surfaces may be quite general and would allow for the fitting of a wide range of material properties. The functional form of the Drucker Prager surface is

$$F_i = \sqrt{\frac{3}{2}} \| \text{dev}\tau \| + b_1 p - b_2.$$  

(7)

The partial sum of the first two terms defines the pressure-dependent equivalent stress. While in the classical literature $b_2$ is the yield stress under pure shear, here it is reinterpreted as the cohesion of the powder material. The coefficient $b_1$ is a positive parameter that controls the influence of the pressure on the yield limit, which is understood as the internal friction coefficient of the continuous flow regimen. A non-associated flow rule is assumed on the Drucker-Prager surface and consists of a pure deviatoric strain-rate (incompressible) and an associated flow rule is assumed on the cap. The flow vector, in the case of the Drucker Prager surface, can be written as
where \( G \) represents the plastic potential. When flow occurs, \( F_i \geq 0 \) and expressions (4) and (5) can be identified, and then using (7) and (8) we can obtain the viscosity \( \mu \) as the solution of the following quadratic expression

\[
6\dddot{\varepsilon}_t\mu^2 + 2\mu(b_t p - b_p) - \mu = 0
\]

where \( \dddot{\varepsilon}_t = \sqrt{\frac{1}{3} \| \text{dev} \|} \) is the equivalent strain rate. In the case of ideal plasticity, when \( \mu \to 0 \), the non-linear (pressure dependent) viscosity can be simply written as

\[
\mu = \frac{b_t - b_p}{3\dddot{\varepsilon}_t}
\]

Using both the constitutive relation (3) and the viscosity (11), an expression for the deviatoric part of the stresses, in terms of the strain rate, can be fully obtained. In the case of fluids, or in general for incompressible materials, the mean stress is obtained from of the incompressibility condition. Here a compressibility law is adopted and the mean stress is expressed as

\[
\dot{p} = \kappa \dot{\varepsilon}_v
\]

where \( \dot{\varepsilon}_v = \text{tr} \hat{d} \) is the volumetric strain rate and \( \kappa \) is understood as the bulk modulus of the powder.

The functional form of the centred elliptical cap is

\[
F_2 = \| \text{dev} \phi \|^2 + s_2^2 p^2 - (s_1 s_2)^2.
\]

Once more the square root of the partial sum of the first two terms defines the pressure-dependent equivalent stress. Parameters \( s_1 \) and \( s_2 \), depending on the density, determine the size and shape of the ellipse in terms of the radii \( r_1 \) and \( r_2 \) as

\[
s_1(\rho) = \frac{r_1(\rho)}{s_1(\rho)}, \quad s_2(\rho) = \frac{r_2(\rho)}{r_1(\rho)}.
\]

These parameters can be characterized studying the behavior of the powder, under compression, in the range of low densities; the range going from the apparent density to the tap density [12,44]. In this case an associated flow rule is utilized, and then the yield surface and the plastic potential surface are coincident. Under these circumstances the vector flow can be written as

\[
\frac{\partial F_2}{\partial \phi} = 2\mu(\text{dev} \phi + \frac{1}{3} s_2^2 p I)
\]

In case of \( F_i \geq 0 \) and when ideal plasticity is supposed the non-linear viscosity can be written as

\[
\mu = \frac{s_1 s_2^2}{2\sqrt{\frac{1}{3} s_2^2 \dddot{\varepsilon}_t^2 + (\dddot{\varepsilon}_v)^2}}.
\]
Substituting equation (15) in the constitutive equation (3) we obtain the next full expressions for deviatoric and media stresses

\[ \text{dev } \sigma = 2\mu \text{dev } d \quad p = \frac{6\mu}{s^2_2} \dot{\epsilon}_v \]  

(16)

A summary of the constitutive model is contained in BOX 1.

**BOX 1**

- \( d = \frac{1}{2} [(\nabla \nu) + (\nabla \nu)^T] \)
- \( \sigma = \text{dev } \sigma + p I \)
- \( \text{dev } \sigma = 2\mu d \)
- \( p \geq p_a \) (Drucker Prager)

\[
F_1 = \sqrt{2} \| \text{dev } \tau \| + b_1 p - b_2 \\
\mu = \frac{b_2 - b_1 p}{3 \dot{\epsilon}_v} \\
\dot{p} = \kappa \dot{\epsilon}_v
\]

- \( p < p_a \) (elliptical cap)

\[
F_2 = \| \text{dev } \sigma \|^2 + s^2_2 p^2 - (s_1 s_2)^2 \\
\mu = \frac{s_1 s_2}{2 \sqrt{\frac{3}{2} s^2_2 \dot{\epsilon}_v^2 + (\dot{\epsilon}_v)^2}} \\
p = \frac{6\mu}{s^2_2} \dot{\epsilon}_v
\]

Table 2. Constitutive model for the continuous flow regime

Equations in Table 2, together with the motion equation (1) and the associated boundary conditions lead to a nonlinear equation set, which is solved entirely in the context of PFEM. All numerical aspects concerning discretization, resolution and implementation of the equations are described elsewhere [51].

### 4. Numerical and experimental results

In this section we present the numerical and experimental results of two examples concerning the filling of a single die cavity subjected to a continuous flow regime. The first example focuses on the material characterization of the internal friction parameter of the constitutive model. It is achieved studying the generated flow pattern inside the shoe. The second example concentrates on the analysis of the whole behavior of the powder at the time it is delivered into the die. Due to the thickness of the tools (shoe and die) the plain strain hypothesis can be considered, consequently the numerical simulation can be done in 2D. The considered particles and initial position of the tools, for both experiments, are shown in figures 12, 13. They consist of 1250 and 4500 particles, respectively, to represent the powder material. The powder behavior is simulated by means of the constitutive model described above. The apparent density is 1.5g cm\(^{-3}\) and with no less of generality, rigid tools are supposed for the shoe and die.
4.1 Characterization of the internal friction

The constitutive model described in Section 3 involves several material properties that have to be evaluated for every powder mixture to be considered in the simulations. This example focuses on the characterization of the material parameters $b_1$ and $b_2$ of the Drucker Prager surface (7); the cohesion and the internal friction coefficient (angle) both during the continuous flow regimen.

In this case, in which the powder behaves as a frictional material, the cohesion is closely related with the tensile strength that is negligible, therefore a very small number for the cohesion is used to avoid numerical indetermination. In our case the value $b_2 = 1.0 \times 10^{-2}$ Pa, was used.

Several devices for studying the important characteristics of powder flow under low-pressure systems have been developed [46]. These apparatus are used to study the effect of vibration, flowagents and aeration on the low-pressure rheology of powders. When the powder is allowed to flow out of a container different angles can be distinguished (e.g. angle of repose, false angle of repose[46], angle of sliding) showing the powder behavior complexity. It is not so clear which of these parameters, or a combination of them, fit well the internal friction angle, $b_1$ of the Drucker Prager surface (7). For this reason we focus on the behavior of the powder while it is delivered into the die.

Experiments were carried out to estimate this parameter as follows. Details of the movement are recorded using a high-speed video system attached to the horizontal shoe, while fine sand is delivered into the die at a speed of 100mm/s. The sand, coloured alternatively light and dark, is initially placed in a chessboard-like arrangement.

Fig. 13. Comparisons between the flow of sand in the shoe recorded by a high speed video system attached to the shoe (a - d), and numerical results obtained using PFEM (e – h).

Figure 13 shows a typical flow pattern during the filling; experimental results are grouped on the left column while numerical ones are on the right column. By observing that the top surface of the powder in the shoe was essentially unaltered when the shoe accelerated from rest, it was presumed that inertia effects were negligible here.

During the first steps when the shoe starts traversing over the die cavity, the first light square of grains detaches easily and falls freely into the die. This falling process continues along the rest of the column and progressively affects adjacent columns. Afterwards a continuous flow regime is completely developed and a nearly constant angle of sliding is clearly identified. It is a crucial feature to be exploited for characterization of the internal friction angle.

Fig. 14. Variation of the powder surface profiles with time
Figure 14 shows how the external profile of the pouring powder evolves with time. It can be observed that the profiles maintain approximately the constant slope meaning that a steady state has been reached.

The parameter of the internal friction $b_1$ determines the profile of the surface. Different simulation profiles, corresponding to different values of $b_1$ at $t = 0.52s$ are shown in Figure 15. As the parameter $b_1$ increases, the influence of the internal friction becomes more pronounced. For small values of $b_1$ the material behaves like a fluid while for large values of $b_1$ the powder recover the granular behavior. This strong dependence on $b_1$ demonstrates the important effect of the internal friction.

The characterization of $b_1$ results from the comparison of the experimental external profiles (Figure 14) and the simulation profiles (Figure 15). The value of $b_1$ reproducing better the experimental behavior, $b_1 = 1.2$, has been used for the numerical simulation.

Fig. 15. Simulated surface powder profiles for different values of the internal friction parameter at $t = 0.52s$

4.2 Representative simulation of the filling of a single cavity

Figure 16 shows a typical flow pattern during the filling of a single die cavity, in which fine sand, displayed in five coloured horizontal layers, is delivered into a simple die by a moving horizontal shoe at a speed of 100mm/s. As the shoe traverses over the die cavity, three flow stages occur successively. The first of these is the development of the continuous regimen in which a nearly constant angle of sliding is clearly identified, as was pointed out in section 4.1. The second is the free-falling powder and the third is the rearrangement of the particles as they contact the die and settled down.

In the simulation of the process, a one second time duration divided into 6500 steps is considered. With the aim of obtaining an initial consistent mean stress an extra time interval is included at the beginning in which the shoe is at rest, the gravity is switched on, and elastic model with Young’s modulus of $f = 0.1$ Mpa and Poisson’s ratio of 0.3 is supposed. Similar elastic regularization is also considered when the velocity is so small that the constitutive flow model is undetermined and leads to numerical difficulties. This regularization can be also understood as imposing an arbitrary large viscosity as a cut-off value. Once the shoe begins to move and the particles on the bottom lose the contact, the velocity increases, the pressure decreases, and the flow mechanisms are activated (Figure 13a). This continuous flow is governed by the Drucker Prager surface. Afterwards the particles fall freely into the die due to the action of the gravity. This movement is conducted by the motion equation. When the bottom of the die is contacted by the powder, the third stage of the flow is initiated (Figures 13b). During this stage millions of particles collide with the walls of the die and with each other, the kinetic energy of the flowing granular material is dissipated through the binary collisions of particles at the micro-scale [13c]. In terms of the proposed continuum approach,
this dissipation mainly results from the plastic deformation induced by the elliptical cap model, for which the aspect-ratio coefficient is set to \( s_2 = 1 \) and the compressibility curve is set to \( s_1(\rho) = 0.007482 \rho^{5.5} \) where \( \rho \) is the material density in g\( \cdot \)cm\(^{-3} \). The sequence of images presented in figure 13e-h show the major features described before as flow stages. These features are in broad agreement with the experimental observations. The deformation pattern can also be clearly identified studying the coloured layers of the powder. They transform from initially horizontal layers to roughly vertical ones. This pattern can also be recognized in the numerical results.

Fig. 16. Typical flow pattern for fine sand during the filling of a single die cavity. The experimental results are shown on the left and the numerical simulations are depicted on the right.

5. Conclusions

The experiments have shown the existence of three flow regimes: continuous, transitory and discrete, which have been identified in terms of the particle size, the morphology and the speed of the shoe. At the continuous regime the powder flows in a progressive manner while at the discrete one some perturbations appear as a consequence of a shear band formation that derives in discrete avalanches. Equivalent perturbations are also found when the mass flow rate is considered [46], which characterizes the flowability of the powder and measures its efficiency and speed during a filling process.

The numerical simulation results obtained in the context of the particle finite element method were able to qualitatively capture experimentally observed flow regimes. The constitutive model requires mainly the characterization of the internal friction angle and the compressibility curve at the range of low densities. Other numerical simulation methods such as DEM need to calibrate a large number of parameters which are mainly focused on the correct computation of contact and friction forces between particles. By using the constitutive method described in this paper (continuous approach) a single parameter, the internal friction, is sufficient. The problem of element distortion, hindering the convergence of the solution found in FEM for large deformations have been avoided by a code that provides a continuous remeshing.
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### Table I. Physical and morphological properties of the powders

<table>
<thead>
<tr>
<th>Powder</th>
<th>Coarse Sand</th>
<th>Irregular copper</th>
<th>Spheroidal copper</th>
<th>Irregular iron</th>
<th>Fine stone</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density of the bulk material</td>
<td>2.43 ± 0.01</td>
<td>8.96 ± 0.01</td>
<td>8.96 ± 0.01</td>
<td>7.86 ± 0.01</td>
<td>2.54 ± 0.01</td>
</tr>
<tr>
<td>[Mg/m³]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Apparent density</td>
<td>1.58 ± 0.01</td>
<td>4.7 ± 0.01</td>
<td>5.1 ± 0.01</td>
<td>3.05 ± 0.05</td>
<td>1.61 ± 0.05</td>
</tr>
<tr>
<td>[Mg/m³]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diameter (dp ± Δdp) [mm]</td>
<td>0.793 ± 0.24</td>
<td>25.3 ± 18.4</td>
<td>66.24 ±18.49</td>
<td>0.233 ± 0.06</td>
<td>3665 ± 0.06</td>
</tr>
<tr>
<td>Morphology</td>
<td>Faceted</td>
<td>Irregular</td>
<td>Spheroidal</td>
<td>Irregular</td>
<td>Irregular</td>
</tr>
<tr>
<td>Δdp : Standard deviation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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d) $t = 0.8 \text{ s}$
Fig. 6
Fig. 7
Shear Band Width $\delta$ (mm)

Average Width = 1,362 $\pm$ 0,634 mm
Average Final Width = 1,819 $\pm$ 0,606 mm

Fig.10
Fig. 11
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